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The rise of computer-based innovations in the medical sector has led in 
electronic data acquiring. Because of the abundance of information readily 
available medical practitioners have the challenge of acknowledging 
indications and identifying diseases at an early stage. A wrong diagnosis is a 
major cause of inadequate therapy and failure to diagnose a serious illness 
in medicine. This paper assesses person's symptoms for disease prediction. 
In this paper we took input of three disease symptoms and evaluated them 
to give the disease as an output. Naive Bayes Classifier, Logistic Regression, 
K-Nearest neighbour (KNN), Support Vector Machine (SVM) and Random 
Forest Algorithm have been implemented in this paper. Our paper focuses 
on prediction of best accuracy model and also on the technique of splitting 
the dataset which will give us a better accuracy. 

Keywords:   

Disease Prediction; 
Machine Learning; 
Random Forest Algorithm;  
Supervised Models. 

 

© 2024 The Authors, Published by Quing Publications. “This is an open access article under the CC-BY 4.0 license, which 

allows use, distribution and reproduction in any medium, provided the original work is properly cited.” 

DOI: https://doi.org/10.54368/qijirse.3.1.0005 

1.0 INTRODUCTION 

Machine learning has become a crucial instrument in healthcare. It is a subset of artificial 

intelligence, that forecasts utilizing data instead of explicit programming. It has altered areas like as 

finance, marketing, and entertainment. Machine learning algorithms in healthcare can detect illnesses 

based on symptoms with remarkable accuracy and speed, improving patient outcomes and reducing 

the cost of healthcare. By utilizing huge amounts of healthcare data, machine learning is altering 

disease prediction in the healthcare industry. This technology not only improves illness prediction 
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accuracy and speed but also enables individuals to take control of their own health. Machine learning 

algorithms can save lives and save healthcare costs by using massive volumes of data, making it an 

appropriate application of information technology in the medical sector. 

An extensive procedure encompassing patient history, physical examinations, and laboratory 

tests is needed for disease diagnosis. Conventional methods are tedious, expensive, and can 

sometimes be wrong. The global healthcare system is challenged with difficulties such as an aging 

population and an increasing load of chronic ailments, which require more efficient and precise 

diagnostic technology. Machine learning, which can analyse vast data, identify patterns, and predict 

results has the potential to overcome these challenges and alter illness diagnosis.  

Early disease detection and diagnosis rely primarily on symptoms. Human error and 

variability can occur when medical professionals rely on clinical expertise. Machine learning can 

detect hidden patterns in an array of symptoms and data. Machine learning provides a more accurate 

and objective assessment of an individual's health by training models on large datasets. The 

availability of data is critical to the efficacy of machine learning in illness prediction, particularly from 

the healthcare industry's growing volume and variety of data sources, like EHRs, wearable devices, 

and patient-generated data through mobile apps, which can be used to train models and make 

evidence-based diagnostics. EHRs have become essential in modern healthcare as they offer a 

significant supply of data for machine learning.  Algorithms can uncover subtle correlations between 

symptoms and diseases by analysing EHRs, resulting in early and accurate disease prediction and, 

ultimately, improved patient outcomes. It may also identify high-risk patients for preventative 

interventions, altering the focus of healthcare from reactive to proactive, saving lives, and lowering 

costs. 

Machine learning-based illness prediction has the ability to alter individualized therapy by 

taking into account the individual characteristics of each patient, including symptoms, medical 

history, genetics, and lifestyle variables. This customized approach reduces misdiagnosis and ensures 

that treatments are better suited for individual patients, resulting in more effective and efficient 

healthcare. 

Ethical issues are critical in machine learning, notably in disease prediction. Data privacy, 

security, and proper handling of patient information are crucial considerations. Machine learning 

algorithms, that require understanding and addressing, may have biases based on provided data. 

Improving the transparency and interpretability of these models is essential for providing equitable 

care and making anticipations that are comprehensible and acceptable to doctors and patients. 

 

2.0 LITERATURE SURVEY 

Gomathi et al., (2022) in their work, tried to establish a machine learning-based disease 

prediction framework based on patient-reported symptoms with the aim to foster early disease 

identification, minimize doctor-patient interaction, and enable remote healthcare access. To evaluate 

patient symptoms and predict diseases, the system uses algorithms such as decision tree, random 

forest, SVM, and the Nave-Bayes classifier. The system has an accuracy rate of 93-95%, which can 

assist in future therapies and healthcare management. However, drawbacks include fears regarding 

algorithm bias, interpretability issues, and limited depth due to its concentration on symptoms 

compared to other factors. Kumar et al., (2022) studied the potential of supervised machine-learning 

approaches to enhance early detection of high-risk diseases and address people's reluctance to seek 

medical care is examined in this study. The system examines user symptoms and predicts diseases 

employing a Naive Bayes Classifier, with the highest prediction accuracy reached for most diseases 

at 78.6%. For bigger model accuracy, the research suggests using complex machine learning 
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algorithms and expanding datasets to diverse groups. Integrating medical records into the system 

may minimize the strain on medical personnel while also improving the entire healthcare process. 

Data variety, model explanation, and a lack of real-world implementation details or clinical trials 

constitute some of the drawbacks. The aim of the research by Dahiwade et al., (2019) is to predict 

diseases according to lifestyle and checkup statistics. It employs approaches to classify data and 

estimate associated dangers, especially K-Nearest Neighbour (KNN) and Covnets (CNN). In terms of 

accuracy, CNN surpasses KNN, with an accuracy rate of 84.5%. The process is efficient and low-cost, 

having the potential to drastically reduce the time required for accurate predictions. However, the 

study lacks information on disease symptom dataset sources, clinical validation, real-world testing, 

integration into healthcare practice, and the proposed system's scalability for managing many 

patients and their data. Rasheed and Glob, (2022) explored ML algorithms- SVM, KNN, Decision Trees, 

and Naive Bayes over the last three years, focusing on Naive Bayes, which obtained an 84% prediction 

accuracy rate for disease prediction. However, it lacks extensive information on data sources and 

quality, in addition to algorithm comparison. The paper highlights Naive Bayes' advantage without 

providing an exhaustive contrast with other machine learning approaches. A study by Kohli and Arora 

(2018) examines early disease recognition by comparing three disease databases: cardiovascular, 

breast cancer, and diabetes. For feature selection, the research utilized backward modelling with a p-

value test. The findings show that multiple disease classifications helped obtain a better forecast 

accuracy, including 98.57% for Breast Cancer detection with AdaBoost classifier. 85.71% accuracy 

for Diabetes prediction with SVM, and 87.1% accuracy for cardiac disease prediction with Logistic 

Regression approach. The study also indicates prospects for data processing step automation and a 

pipeline structure for data pretreatment. However, the study lacks data on the disease dataset 

sources, clinical validation, and algorithm comparison, which could restrict the study's 

generalizability. Anishfathima et al., (2022) predicted the likelihood of heart disease using methods 

based on machine learning including Random Forest, Support Vector Machine (SVM), decision tree, 

and logistic regression. The research does a comparative analysis to assess the efficacy of multiple 

methods in predicting cardiovascular diseases. SVM proved to be the most effective approach, having 

a 94% accuracy rate. due to the high mortality rate related to these diseases, the study highlights the 

need for accurate and successful cardiovascular disease prediction. Deep learning could be utilized 

to improve patient survival and well-being in the future, in addition to merging two distinct 

algorithms to predict abnormalities in the heart. The study, however, lacks information about the 

exact dataset and data sources used, and it fails to expand into clinical validation or practical 

applications. In several countries, increasing costs for healthcare are caused by a spike in the number 

of individuals and diseases in the medical system. For effective treatment, accurate disease prognosis 

is crucial. The study by Gupta and Gupta (2022) seeks to employ four distinct algorithms to forecast 

diseases based on patient symptoms, having an accuracy rate of 92-95%. This strategy reduces the 

need for hospital outpatient treatments and reduces the workload of medical staff. For the 

participation of users, an interactive interface is established. The research highlights the ease and low 

cost of algorithmic disease prediction providing suitable information and emphasizing the 

importance of accurate disease prediction in treatment. 

In their study Anandajayam et al., (2019) emphasizes the importance of evaluating medical 

data and predicting accuracy. The most accurate method is the Recurrent Neural Network (RNN), 

which surpasses alternatives like Naive Baye, KNN, Decision Trees, and SVM. Chronic diseases are a 

major issue, creating fatalities and causing a significant portion of patients' medical expenses. The 

article highlights the need to research these diseases and compares estimation algorithms, with RNN 

giving the best accuracy of 97.62% due to its feed-forward loop mechanism. Future studies may 

include using MRI scans and X-rays to boost forecast accuracy. The work, however, includes no 
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mention of clinical validation or real-world use of the methods. Sharma et al., (2022) with the help of 

supervised machine learning algorithms have also demonstrated promise in predicting the risk of 

cardiovascular disease, COVID-19, and diabetes. For prediction, logistic regression is used, and it 

yields good accuracy across all datasets. The prediction model has effects on disease screening in real 

time. The article provides no mention of clinical validation or application of the methods. Despite this, 

the study emphasizes the potential of machine learning algorithms in improving disease diagnosis, 

especially in early detection of heart disease, COVID-19, and diabetes. Kanamarlapudi et al., (2023) 

research project focuses on disease prediction based on symptoms, with users reporting their 

symptoms as inputs. The study relates many algorithms to solve enormous data handling problems 

and chooses the most accurate method for the problem statement. The main objective of the project 

is to predict diseases based on user inputs, with the disease providing the output. To ensure 

reliability, the study underlines the value of accuracy in disease prediction and the need for model 

review employing diverse methods. The goal of the research by Mittal and Sharma (2023) investigate 

the potential of machine learning in improving healthcare outcomes through assessing medical data 

additionally identifying minor changes that could indicate the existence of a certain disease. For 

identifying the best ML algorithm for prediction of disease, the study assesses approaches that 

include the decision tree algorithm and the Nave Bayes algorithm. The suggested method examines 

symptoms provided by user and displays condition's probability, using multiple ML models to 

evaluate their effectiveness in disease prediction. The paper additionally investigates the ethical 

implications of machine learning in healthcare and its significance in ethical usage. The approach 

based on decision trees was discovered to be the most accurate among high-level algorithms, with 

potential applications in early disease identification, such as cancer detection. The objective of the 

research by Çolak et al., (2022) is to establish a high-accuracy disease prediction model employing 

several machine learning techniques. It analyses various algorithms utilizing a dataset comprising 

133 symptoms, 42 disease groups, and 306 patient records. The results show that XGBoost surpasses 

other algorithms, having an accuracy score of 99.01%, making it suitable for tabular health data 

analysis. This research contributes to discipline by gaining the highest accuracy score for disease 

prediction reported in the literature. The small dataset, limited disease coverage, and restricted 

research setting are all limitations. The dataset should be extended in the future, and the system's 

performance in real-world healthcare scenarios needs to be assessed. When employing AI in 

healthcare, privacy and ethical issues must also be handled. Research by Pak and Shin (2014) focuses 

at the impact of external factors on the development of Type 2 diabetes, which has become an 

important issue in bioinformatics research. It intends to offer an analytical model for disease 

prediction through recognizing key environmental factors. Using the SMOTE method, the study 

resolves data imbalance in training data. The model uses SVM classifiers and training data from the 

Korean National Institute of Health's Ansan/Ansung Cohort 2 dataset. The results suggest that SVM 

classifiers based on meticulously selected environmental factors may surpass prediction models 

based only on genetic features in expecting Type 2 diabetes risk. The study highlights the potential 

efficiency of incorporating genetic and environmental variables in a cohesive approach to assess 

future disease risk. The research by Tang et al., (2021) covers the under-diagnosis of Chronic 

Obstructive Pulmonary Disease (COPD) as an outcome from spirometry test underutilization. It 

examines the challenges in identifying the apt risk threshold and proposes the need for clinical 

prediction models that do not rely on spirometry. The study utilized neural network and logistic 

models to predict individuals' COPD risk projections, exploring with different brink levels. The study 

highlights the importance of evaluating the benefits of real positives against potential drawbacks of 

false positives. Continuous risk estimates are seen to be more accurate than risk group categorization. 

According to the results, clinical prediction models can be helpful for clinical decision-making, 
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especially if clinical examination results are missing or unreported. However, it may not provide 

exhaustive details. In their paper, Huang et al., (2022) deals with the assessment of schizophrenic 

patients on the basis of the impairments in their thoughts, language and communication. The 

standard method of assessments includes multiple sessions with mental health professionals to 

evaluate patients based on the PANSS and TLC scales. This paper aims to develop a machine learning 

model to evaluate patients based on semantic, syntactic and acoustic features of speech. This model 

will also be able to distinguish and analyse the stages of schizophrenia in positive as well as negative 

forms. The speech coherence of the paper is analysed to determine the stage of schizophrenia. The 

model proposed will target native Chinese speakers and incorporates models suitable for the linear 

representation of languages. The study by Le (2015) focuses on implementing computational 

approaches to predict disease-associated microRNAs (miRNAs), highlighting the importance of 

miRNAs in human diseases. It enhances the efficacy of network-based approaches including the 

Random Walk with Restart (RWR) approach by introducing RWRHMDA for ailment-associated 

miRNA prediction. The RWRHMDA algorithm depends on the RWRH approach, that was developed 

to analyse disease genes on some heterogeneous network of genes and symptoms of disease. The 

study evaluates RWRHMDA and RWRMDA performance on several disease phenotypes and finds that 

RWRHMDA surpasses RWRMDA across various parameter settings. RWRHMDA was employed in the 

investigation to discover eight novel miRNAs linked to Alzheimer's disease, highlighting their value 

in revealing new disease-associated miRNAs. However, the study might lack specifics on parameter 

settings or the real application itself. The study by Kanchan and Kishor (2016) seeks the high 

mortality rate from heart disease and diabetes, highlighting the underutilization of healthcare data 

for improved decision-making. It forecasts heart disease and diabetes utilizing techniques from 

machine learning such as SVM, Naive Baye, and Decision Tree, with and without PCA attribute 

reduction. After attribute reduction using PCA, the study demonstrates that SVM outperforms other 

algorithms for heart disease prediction. The research suggests developing a graphical user interface 

(GUI) system which employs SVM to predict cardiovascular illness. The study highlights the 

importance of ROC Area as an indicator of performance in diabetes prediction. The study, however, 

needs more a thorough examination of characteristics, limitations in data quality and availability, and 

an in-depth assessment of ethical and privacy concerns related to healthcare data mining. In their 

study, Dhekshagna et al., (2023) uses techniques based on machine learning such as Nave Baye, 

Decision Tree, KNN, Random Forest and Logistic Regression to predict illnesses in the healthcare 

sector. The accuracy and F1_score measures are employed to evaluate the model's performance. In 

terms of reliability and accuracy, the Random Forest model surpasses other algorithms, while the 

Decision Tree and SVM models are effective. As a result of its higher accuracy, Random Forest is the 

apparent winner. This study enhances disease prediction abilities, providing helpful data for swift 

and accurate diagnosis. The study, however, lacks specifics regarding the dataset, its size, and 

potential limitations. It might benefit from delving into the larger ramifications of using machine 

learning in healthcare, such as ethical concerns and data privacy concerns. A convolutional neural 

network (CNN)- dependant unimodal disease risk prediction algorithm (CNN-UDRP) for heart 

disease prediction is offered in the article by Ambekar and Phalnikar (2018). The approach surpasses 

traditional methods for ML such as Naive Baye and KNN, with an accuracy of over 65 percent. The 

authors define potential advantages for disease prediction, such as reduced time consumption and 

cheaper expenses. The CNN-UDRP algorithm is an intriguing approach to disease risk prediction, 

surpassing conventional methods. The research, however, primarily limited to heart disease 

prediction and failed to evaluate its effectiveness in additional diseases. Additional research is needed 

to gauge the algorithm's generalizability and examine its application to a wider range of medical 

diseases. The objective of the initiative by Swarupa et al., (2021) build an automated disease 
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prediction system that uses the Random Forest machine learning algorithm to help medical 

professionals in predicting and diagnosing diseases as early as feasible. The system should handle an 

extensive variety of symptoms, present a list of most likely diseases assessed by likelihood, and 

provide detailed explanations for each prognosis. The Python programming language and the Tkinter 

interface will be utilized for developing the system. The system's categorization accuracy, user 

interface, and explanations will be assessed. The subsequent phases are essential: data collection, 

preprocessing, feature selection, model training, evaluation, application, and monitoring. The system 

will be constructed based on a well-structured dataset and trained with the Random Forest 

technique. Based on the anticipated results, the system will provide accurate predictions and suggest 

further medical consultations or self-care actions. 

 

3.0 METHODOLOGY 

Examining the display of different AI computations is essential, and creating a tool to consider 

different AI machines in Python using scikit-learn will be useful. This test may be used as a framework 

for your AI problems and provide more information to consider. There will be a backup capacity for 

every model. You will get an understanding of how each model may match undetectable numbers by 

applying re-choice strategies such as cross-approval. It should have the option to utilize layouts to 

choose a couple of the best formats from the layout you have made. At the point when new 

information is free, it is essential to comprehend the data involving various advances to see the data 

in various ways. One thought is to pick a model. You should utilize a few unique strategies to see the 

similar components of your AI calculation to choose a couple to finish. The method for doing this is 

to utilize an assortment of procedures to show accuracy, variance, and different components of the 

plan dissemination.  

 

3.1 Description of Dataset  

 

The pandas library is used to load the dataset, and the null column is removed. The dataset is 

spotless, with no null values and just 0's and 1's as features. A bar plot is used to determine whether 

the target column is balanced. There are 120 samples for each disease in the dataset, thus no more 
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balancing is required. However, the target column, prognosis, is of the object datatype, making it 

unsuitable for training machine learning models. A label encoder is used to transform the prognostic 

column to numerical datatype, assigning a unique index to each label. If there are n labels, the labels' 

numbers will range from 0 to n-1. It's time to split the data to train and test the model now that we've 

cleaned it up by removing Null values and converted the labels to numerical representation. We will 

divide the data in a 70:30 ratio and 80:20 ratio, which means that 80% of the data will be used to 

train the model and 20% will be used to evaluate the models' performance. 

 

3.2 Machine Learning Models 

3.2.1 Random Forest Algorithm 

An ensemble approach called Random Forest makes use of many decision trees to make 

predictions and combines their outputs to achieve high accuracy and robustness. For each tree, a 

random portion of the training data and a random subset of the characteristics are chosen to create 

these trees. The Random Forest uses a technique called bootstrapping to create multiple datasets 

from the original training data. Each decision tree is trained on one of these bootstrapped datasets. 

This helps reduce overfitting and improves generalization. Our model's random forest technique has 

an 89% accuracy rate when applied to test data. 

Gini Index = 1 − ∑(𝑝𝑖)2

𝑛

𝑖=1

 

 

3.2.2 K-Nearest Neighbours  

For classification applications, the K-Nearest Neighbours Classifier is a simple machine 

learning model to apply. It works on the assumption that data points in a feature space that are similar 

belong to the same class. KNN is an instance-based or lazy learning method, implying that it does not 

directly build a model during training, but instead saves the full training dataset in memory for future 

comparisons. The "K" in KNN refers to the number of nearest neighbours taken into account for 

classification. When generating predictions, the algorithm uses a distance metric, such as Euclidean 

distance, the K training data points that are closest to the input data point should be found. The class 

designation is then assigned based on the majority vote of these neighbours. This easy-to-understand 

methodology makes KNN simple to use. The accuracy for K-Nearest Neighbours on test data in our 

model is 89.33%.  

Common Distance Metrics: Euclidean distance (continuous distribution):  

𝑑(𝑎, 𝑏) = √∑(𝑎𝑖 − 𝑏𝑖)2

𝑛

𝑖=1

 

 

3.2.3 Support Vector Machine 

One flexible machine learning technique that is well known for its ability to handle binary and 

multiclass classification issues is the Support Vector Machine (SVM) Classifier. The objective is to 

identify the most effective decision boundary, known as a hyperplane, that maximizes the margin 

between various categories in the data, enabling improved generalization and robustness. The ability 

of SVM to handle both linear and non-linear data separations, using linear kernel functions for linear 

problems and polynomial and radial basis functions for non-linear separations, differentiates it. This 
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modification allows SVM to capture challenging decision boundaries which were formerly not 

linearly separable in the feature space. SVM is well suited for challenges with a large number of 

features and has been widely used in a variety of fields that include text classification and image 

classification. The accuracy for Support Vector Machine Classifier in our model is 91.333%. 

 

3.2.4 Gaussian Naïve Bayes 

The machine learning model uses Gaussian Naive Bayes as its foundation. For categorization 

jobs, it is particularly created. It is designed for handling both binary and multiclass classification 

problems. It calculates the probabilities for each class and chooses the one with the highest 

probability for binary classification. The Bayes theorem is used by the probabilistic classifier 

Gaussian Nave Bayes to determine the likelihood that a certain occurrence falls into a particular class. 

With test data in our model, the Gaussian Naïve Bayes method has an accuracy of 86%. Measurements 

define the concept of Bayes as 

P(A|B) =
P(B|A)P(A)

P(B)
 

 

3.2.5 Logistic Regression 

One popular machine learning approach for binary and multiclass classification problems is 

logistic regression. It uses the logistic function to transform input features into a positive class 

probability. It is a parametric model that estimates parameters during training. Key features include 

regularization methods, class-weight options, and multi-class strategies. It can handle both dense and 

sparse input data and is popular in fields like healthcare, finance, and natural language processing. 

The accuracy for Logistic Regression algorithm on test data in our model is 90%. 

If p is the probability, then, the logit function for p is defined as:  

Logit(𝑝) = In (
𝑝

1 − 𝑝
)  for 𝑝 ∈ (0,1) 

 

3.3 Confusion Matrix, Table and Graphs 

Table 1 

80-20 Train Data 

Parameters Precision Recall F1 Score 

SVM Classifier 89.97 90.23 90.10 

Naïve Bayes Classifier 84.97 84.48 84.73 

Random Forest 100.00 100.00 100.00 

Logistic Regression 87.14 87.64 87.39 

K Nearest Neighbours 90.09 88.79 89.44 

 

Table 2 

80-20 Test Data 

Parameters Precision Recall F1 Score 

SVM Classifier 92.21 91.03 91.61 

Naïve Bayes Classifier 88.51 83.97 86.18 

Random Forest 89.68 89.1 89.39 
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Logistic Regression 90.38 90.38 90.38 

K Nearest Neighbours 92.47 86.54 89.40 

 

Table 3 

70-30 Train Data 

Parameters Precision Recall F1 Score 

SVM Classifier 91.43 91.69 91.56 

Naïve Bayes Classifier 86.26 84.53 85.38 

Random Forest 100.00 100.00 100.00 

Logistic Regression 87.92 89.68 88.79 

K Nearest Neighbours 91.30 90.26 90.78 

 

Table 4 

70-30 Test Data 

Parameters Precision Recall F1 Score 

SVM Classifier 89.40 87.10 88.24 

Naïve Bayes Classifier 87.42 85.16 86.27 

Random Forest 89.80 85.16 87.42 

Logistic Regression 89.19 85.16 87.13 

K Nearest Neighbours 90.48 85.81 88.08 

 

  
Graph 1 Graph 2 

 

3.3.1 Confusion Matrix 
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4.0 RESULT  

The accuracy comparison of the disease prediction for various machine learning algorithms 

are us follows.  

Table 5 

Comparison Analysis 

Algorithm Accuracy % on train data 

Random Forest  100.00 

Support Vector Machine 90.14 

Gaussian Naïve Bayes 84.85 

K-Nearest Neighbours 89.33 

Logistic Regression 87.43 

From the above table we conclude that all the algorithms are showing maximum accuracy 

from 84-100%. Random Forest model shows the highest accuracy of 100% 

  

Algorithm Error % 

Random Forest 0.00 

Support Vector Machine 9.86 

Gaussian Naïve Bayes 15.15 

K-Nearest Neighbours 10.67 

Logistic Regression 12.57 

 

    

 

5.0 CONCLUSION AND FUTURE WORK 

The primary objective for this research is to predict illness based on symptoms provided by 

patients using machine learning algorithms that have been properly implemented. 
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Using the provided dataset, disease is automatically predicted with a maximum accuracy of 

84–100%. In future work can be done using deep learning models. The above mentioned models have 

not been tested using actual real time data sets which can be extended further. 
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